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This note' is written in response to the Federal Trade Commission’s request for public comment,
“Commercial Surveillance ANPR, R111004,” on new rules to govern “the ways in which
companies collect, aggregate, protect, use, analyze, and retain consumer data, as well as [how
parties] monetize that data in ways that are unfair or deceptive.” These comments focus on
presenting research on privacy enhancing technologies (PETs) alongside transparency and
fairness in the context of algorithmic inference. This note is structured in the following sequence:

e Current privacy and algorithmic practices highlight a regulatory imperative
o “Notice and consent” is inadequate for protecting consumer privacy [Q73, Q80]
o Gaps exist in current approaches to privacy protection [Q10, Q11]
o Algorithmic decision-making is subject to common pitfalls [Q53, Q55]

e Rulemaking can build on existing best practices with new technologies

o Employing state-of-the-art privacy-related technology can better protect consumers
[Q48, Q83, Q11]

o Algorithmic pitfalls can be avoided by explicit and context-dependent accounting for
error, bias, and fairness [Q53, Q54, Q67]

o Explaining algorithmic decisions arms consumers with understanding and empowers
them to challenge automatic decision-making systems [Q89]

o Explaining decision-making processes allows for more effective disclosures to at-risk
populations [Q58, Q90]
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the Institute of Electrical and Electronics Engineers’ Standards Association in the Working
Groups for Algorithmic Bias and Transparent Data Governance.

Current privacy and algorithmic practices highlight a regulatory imperative

Further delaying the introduction of checks related to data and algorithmic decision-making
enables increasing harms to the public, as pernicious practices can both accumulate and
become entrenched as norms.

“Notice and consent” is inadequate for protecting consumer privacy
Relevant questions: 73 (effectiveness of consent), 80 (effectiveness of opt-out choices)

Informed user consent has been considered a justified source of carte blanche for technology
firms to do anything with user data within their written policies. This paradigm is problematic, as
the very notion of “informed consent” is deeply misleading. As the Commission has noted in its
ANPR, there is considerable evidence that consent for privacy practices can never be fully
informed and that the implications of data practices are highly complex and are not understood
by consumers.? Even in the case of well-informed consumers who choose to engage with a
privacy policy, research has found it is nearly impossible for the consumer to accurately assess
the risks and trade-offs associated with the consent choice.* Most consumers do not even
attempt this level of engagement with the risks, with 85% spending less than 10 seconds
reading Google’s privacy policy according to one study.* Applications of ML models at scale are
instances in which techniques and usage of consumer data are functionally impossible for the
average consumer to understand. Moreover, technology companies typically design the user
interface of consent prompts as so-called “dark patterns,” which are suggestive — and often
deceptive — and designed to encourage consumers to click “agree” faster and agree to provide
more data.® Recently, Google paid a $392 million settlement after it was charged with continuing
to collect geolocation data on consumers who turned off a “Location History” setting in their
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account settings®’ Finally, consent is ineffective in instances in which opting-out is not a
reasonable option. Currently, major technology companies have removed opting out as a valid
option for consumers since refusing the terms of service of these companies is akin to opting
out of internet services.. It is imperative that “informed consent” no longer be used as
justification to neglect the necessary practices described herein.

Gaps exist in current approaches to privacy protection

Relevant questions: 10 (kinds of data that should be subject to new regulation), 11 (checks
companies rely on to not cause harm to consumers)

Current and proposed legislation and regulation related to data privacy have the right intentions
but are inadequate to protect user privacy from even well-known re-identification techniques.
Much of this legislation deems certain kinds of data worthy of special protection, leaving the rest
as fair game for any data practice. For instance, the current approach in legislation of
distinguishing between Personal Identifiable Information (PIl) and non-Pll, and specifying
different treatment for each, is not sufficient to ensure data protection. This is because using
non-PII can still often render individuals as identifiable when used in combination with other
data. In one famous example, publicly available information on IMDb was used to de-anonymize
users in the Netflix Prize dataset.® The risk of re-identification also extends into domains with
even stronger expectations of privacy; for example, publicly-available voter registration
information was sufficient to identify individual health records in an anonymized dataset
released by the Massachusetts Group Insurance Commission.® The same lack of protection has
been found to hold true for distinctions like “sensitive data” (i.e., other features may be
correlated or related to sensitive attributes) and “protected categories” because it is impossible
to define all possible proxies or combinations of other features that may together serve as a
proxy. As such, while compliance may be relatively straightforward with rules requiring special
treatment for different data categories like Pll, compliance with these rules is not sufficient to
ensure consumer protection.

Aggregating data also does not necessarily eliminate privacy risk. Aggregated data concerns
are especially prevalent in contexts involving ML and large datasets. Despite the fact that the
mechanics of most ML algorithms involve some degree of aggregation and/or anonymization of
the input data, many common ML algorithms can memorize individual data entries during
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training and reproduce these entries as a part of their output. For example, deep learning
algorithms for word prediction have leaked Social Security Numbers and credit card numbers
when trained on a corpus that included such data.' Additionally, techniques used in many
recommender systems can leak information across users through their personalized
recommendations." These systems are not sufficiently anonymized and hence fail to meet
meaningful legal standards of privacy like GDPR compliance.'

Furthermore, even firms with sophisticated approaches to privacy preservation have little
incentive to be transparent about their methods. For example, in 2017, Apple’s choice of
parameters in their implementation of differential privacy was alleged to provide insufficient
privacy protections to users." Without effective disclosure of key parameters (e.g., epsilon for
differential privacy, as discussed below), consumers and regulators alike do not have enough
information to determine how effective any privacy protections these technologies provide are.

Algorithmic decision-making is subject to common pitfalls

Relevant questions: 55 (weight given to automated decision-making system outputs), 53
(inevitability of algorithmic error)

Automated systems make consequential decisions, with some of these decisions having
significant impacts on our lives, including literal life or death consequences. Algorithms are
pervasive in decisions about whom to hire,"® school assignment for children,’® determination of
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jail time,"” and even healthcare coverage.' The weight of these automated decisions is
troubling in instances when the decision-making systems make errors, are systematically
biased, and use poorly-understood reasoning.

Algorithmic decisions will always involve a degree of error. When drawing conclusions about a
large population from a finite sample of observations, error is unavoidable. Additional data can
only reduce but never eliminate error.'® Like error, bias is also inescapable when building
statistical models from data. Bias can be introduced into models in a variety of forms, such as
biased training data, bias in the algorithmic decision-making process, or unforeseen bias in
downstream decisions. Models must be carefully constructed on datasets that both accurately
reflect the population for the task being studied and do not encode existing or historical biases.?°
Instances of discrimination have occurred when algorithms designed for hiring and facial
recognition have been trained on biased datasets.?"???3 Bias may still arise even when
algorithms are trained on unbiased datasets due to discrimination via proxy.

Rulemaking can build on existing best practices with new technologies

New rules and regulations should build on the strong foundation of existing best practices
related to privacy, data use, and algorithmic decision-making, and should recognize significant
advances in technology to enhance privacy and the auditability of algorithms.
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Employing state-of-the-art privacy related technology can better protect consumers

Relevant questions: 48 (data minimization and purpose limitations and algorithmic learning), 83
(information about commercial surveillance companies should be required to disclose), 11
(checks companies rely on to not cause harm to consumers)

Rulemaking would do well to include modern privacy enhancing technologies (PETs) alongside
more traditional notions of data minimization and purpose limitation to better preserve privacy
and minimize the exposure of consumer data. Differential privacy is one modern PET that can
ensure privacy by adding controlled amounts of noise to data analysis processes to hide the
impact of one person’s data. Differential privacy guarantees that no adversary can infer any
individual’s data from the output of the algorithm, regardless of the adversary’s computational
power or outside information. These guarantees are governed by a privacy parameter, epsilon:
smaller epsilon values mean stronger privacy guarantees (i.e., it is harder for adversaries to
infer any individual's data). Epsilon also composes smoothly across multiple uses of a dataset,
enabling the same dataset to be used in several analyses without violating the privacy
guarantees. This privacy parameter allows the practitioner to transparently and concretely
communicate the level of privacy provided by the system. Past work has empirically shown that
training ML models with differential privacy has been proven to protect against membership
inference attacks, model inversion attacks, reconstruction attacks, reidentification attacks, and
predicate singling out attacks.?*2>2¢ Additionally, differentially private algorithms have already
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been deployed at large scale by organizations such as Apple,??4% Google,** Microsoft,*'
Uber,*? and the U.S. Census Bureau.®**

Firms must also be transparent about data privacy practices. As an example, businesses may
claim to preserve privacy using differential privacy, but these claims can be meaningless or
misleading if not accompanied by disclosure of other key technical details, such as the value of
the privacy parameter epsilon® that was used. Additionally, differential privacy can be
implemented either in the central model, where individuals provide data directly to a trusted
curator, or the local model, where individuals add noise to their own data before sharing it with
an untrusted curator. Specifying this trust model is critical for users to understand how their data
can be viewed, accessed, and analyzed.**" Finally, there exist many differentially private
algorithms, all of which are governed by the same epsilon parameterization, but have different
distributional implications for the outcomes, which may be relevant for consumers. Beyond

27 Abhishek Bhowmick, John Duchi, Julien Freudiger, Gaurav Kapoor, and Ryan Rogers. Protection
Against Reconstruction and Its Applications in Private Federated Learning. arXiv preprint 1812.00984.
2018. Available at https://arxiv.org/abs/1812.00984

2 John Duchi and Ryan Rogers. Lower Bounds for Locally Private Estimation via Communication
Complexity. Proceedings of the Thirty-Second Conference on Learning Theory, in Proceedings of
Machine Learning Research. Vol. 99, 1161-1191. 2019. Available from
https://proceedings.mir.press/v99/duchi19a.html

2 Rachel Cummings, Vitaly Feldman, Audra McMillan, and Kunal Talwar. Mean Estimation with User-level
Privacy under Data Heterogeneity. Forthcoming at NeurlPS 2022.

3 Ulfar Erlingsson, Vasyl Pihur, and Aleksandra Korolova. RAPPOR: Randomized Aggregatable
Privacy-Preserving Ordinal Response. Proceedings of the 2014 ACM SIGSAC Conference on Computer
and Communications Security (CCS '14). Association for Computing Machinery, New York, NY, USA,
1054-1067. 2014. Available at https://doi.org/10.1145/2660267.2660348

31 Bolin Ding, Janardhan Kulkarni, and Sergey Yekhanin. Collecting telemetry data privately. Proceedings
of the 31st International Conference on Neural Information Processing Systems (NIPS'17). Curran
Associates Inc., Red Hook, NY, USA, 3574-3583. 2017.

%2 Noah Johnson, Joseph P. Near, and Dawn Song. Towards practical differential privacy for SQL queries.
Proc. VLDB Endow. Vol. 11, issue 5, 526-539. January 2018. Available at
https://doi.org/10.1145/3177732.3177733

3 John M. Abowd. The U.S. Census Bureau Adopts Differential Privacy. Proceedings of the 24th ACM
SIGKDD International Conference on Knowledge Discovery & Data Mining (KDD '18). Association for
Computing Machinery, New York, NY, USA, 2867. 2018. Available at
https://doi.org/10.1145/3219819.3226070

3 Ashwin Machanavajjhala, Daniel Kifer, John Abowd, Johannes Gehrke, and Lars Vilhuber. Privacy:
Theory meets Practice on the Map. Proceedings of the 2008 IEEE 24th International Conference on Data
Engineering (ICDE '08). IEEE Computer Society, USA, 277-286. 2008. Available at
https://doi.org/10.1109/ICDE.2008.4497436

% The parameter epsilon captures the amount of information leaked about an individual, and can range
from zero to infinity, allowing the extremes of complete privacy and complete disclosure, and everything in
between.

% Rachel Cummings, Gabriel Kaptchuk, and Elissa M. Redmiles. "l need a better description": An
Investigation Into User Expectations For Differential Privacy. Proceedings of the 2021 ACM SIGSAC
Conference on Computer and Communications Security (CCS '21). Association for Computing Machinery,
New York, NY, USA, 3037-3052. 2021. Available at https://doi.org/10.1145/3460120.3485252

%" Priyanka Nanayakkara, Mary Anne Smart, Rachel Cummings, Gabriel Kaptchuk, and Elissa M.
Redmiles. Improving Communication with End Users About Differential Privacy. Appeared at Theory and
Practice of Differential Privacy, 2022.



simply disclosing these technical details, businesses should use explanatory methods to aid
consumers in understanding them in layman’s terms.

Future rulemaking for PETs should both encourage the effective and transparent use of
techniques like differential privacy. Since there is currently very little guidance for practitioners
about appropriate choices of parameters like epsilon to set meaningful privacy guarantees,®
such rules should also provide context-based guidance for appropriate choice of epsilon in order
to be effective.

Algorithmic pitfalls can be avoided by explicit and context-dependent accounting for
error, bias, and fairness

Relevant questions: 53 (costs and benefits of automated decision-making systems), 54 (best
ways to measure algorithmic error), 66 (how to measure algorithmic discrimination), 67 (how
algorithmic discrimination should be addressed)

When guided by proper fairness principles and accounting for bias and error, the use of
automated decision-making can illuminate biases and mistakes that are swept under the rug in
human judgment. Algorithms’ decisions can be audited: they are replicable and can be analyzed
to understand how changes in the input would or would not have led to different outcomes. They
can also be guided by consistent measurable approaches to fairness and provide explicit
estimates of confidence and error. By harnessing these benefits of algorithmic systems,
practitioners can ensure the greatest positive impact of automated decision-making.

It is important to have a good understanding of the error of a given model to know how accurate
the model’s prediction will be when applied to the real world. For instance, certain
binary-outcome algorithms can provide a confidence score for a given prediction (e.g., “yes with
83% certainty”). Beyond being necessary, the choice of approach in estimating model error must
be specific to the context in which it is used. Sometimes this choice is more well-defined, as in
choosing how to formalize accuracy for a classifier (e.g., classification accuracy, false negative
rate). Other techniques, like synthetic data generation, do not have a single well-defined notion
of accuracy. Instead, these approaches have multiple reasonable accuracy metrics, which
crucially requires the use of context-specific knowledge in choosing an accuracy notion.
Practitioners must carefully consider and choose which method of measuring error is
appropriate for the task.

Creators of algorithmic decision-making systems must be cautious in their deployment and
sensitive to the negative impacts that can result from bias and discrimination.*® There are a
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range of solutions for auditing the degree of bias in training data and resulting algorithms.*® A
type of bias, discrimination via proxy is particularly challenging to avoid because one cannot
foresee all possible features that may be correlated with protected attributes. One solution to
this problem is multicalibration,*’ which is a technique designed to simultaneously provide fair
treatment across multiple overlapping categories. Unlike approaches that require explicitly
specifying all possible protected categories or combinations thereof, multicalibration
automatically protects all identifiable sub-groups within a dataset.

In addition to choosing approaches for handling error and bias, the design and specification of
algorithms also involves difficult trade-offs between notions of fairness that must be informed by
modern frameworks and how the model’s predictions are translated into decisions. Not only is
there no single universally correct definition of fairness,*? but reasonable definitions of fairness
can be incompatible with one another. For instance, classification parity and calibration, two
reasonable definitions of fairness, have been shown mathematically to be mutually exclusive.*®
As an example of mutually exclusive definitions of fairness, consider a model used to determine
whether a person has some risk factor, and suppose that a greater proportion of low income
individuals have this risk factor. Then, any model for estimating the probability that someone has
this risk factor must either have different classification accuracy for low and high income
individuals or have different false positive rates for low and high income individuals. Determining
which measure of fairness is more appropriate is not a question of choosing a superior technical
methodology but one of choosing the policy best suited to the application (e.g., if the
consequences of being identified as having the risk factor could have substantial negative
impacts, then equal false positive rates might be more appropriate, but if accurate probabilistic
predictions are important, then classification accuracy might be preferable). Practitioners must
deliberately choose to be guided by a framework for fairness to ensure that consequential
choices in algorithmic design are made explicitly and deliberately.

Explaining algorithmic decisions arms consumers with understanding and empowers
them to challenge automatic decision-making systems

Relevant question: 89 (explaining implementation and use of automated decision-making
systems in reaching decisions)

Significant progress is being made to illuminate “black box” algorithms. For instance, explainer
models have been developed, which are simpler, interpretable, easier to understand models
designed to approximate complex algorithms over various points in the input data. These
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explainer models can be global**#* (intended for use on all data), local* (intended for use only
on a specialized subpopulation), or ensembles of local explainers*’ that provide different
explanations for different subpopulations. With all of these methods, there is an inherent tradeoff
between the fidelity of the explainer (i.e., whether the prediction matches that of the black box
model), coverage (how broadly can the explainer be applied), and interpretability (more complex
models may produce better predictions but be less understandable themselves).

As increasingly sophisticated algorithmic decision-making techniques are developed, these
explanatory methods are increasingly important for imparting insight and recourse to those who
are subject to these decisions and analyses. For example, someone denied a loan might be told
the main reasons were a high debt to income ratio and short credit history. Some of this is
actionable (e.g., make future credit card payments on time) and some is not (e.g., have a
10-year-longer credit history). This disclosure is important both because decisions might have
been based on incorrect information (e.g., the wrong credit history was used) and because
some non-actionable criteria are inappropriate for decision making (e.g., race).

Explaining decision-making processes allows for more effective disclosures to at-risk
populations

Relevant questions: 90 (comprehensible disclosures), 58 (protecting non-English speaking
communities from abusive data practices)

Equally important as explaining the decision logic of algorithms is explaining that information in
a way that can be understood by those who are affected by automated decisions. Approaches
to explaining algorithmic techniques like machine learning and differential privacy can be used
to promote effective disclosure, particularly for communities at risk for fraud and abuse like
non-English speakers. Similar techniques that leverage visual explanations and
low-reading-comprehension-level explanations (e.g., “privacy nutrition labels™®) can be useful
both for these groups, and more generally for everyday consumers, who likely lack the expertise
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to interpret disclosures themselves.*® These approaches should be shaped to fit the techniques,
use cases, contexts, and users to maximize effectiveness.%°
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