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1 Introduction

On October 16th, 2024, the Office of Management and Budget (OMB) issued a Request for In-
formation (RFI) titled Executive Branch Agency Handling of Commercially Available Information
Containing Personally Identifiable Information. The RFI is part of the OMB’s implementation
of the Biden Administration Executive Order 14110, “Safe, Secure, and Trustworthy Development
and Use of Artificial Intelligence.” While the Executive Order the OMB is responding to concerns
artificial intelligence (AI), the primary questions raised in the RFI center on how to handle Per-
sonally Identifiable Information (PII) within Commercially Available Information (CAI). Among
other things, OMB is asking for input on how best to protect people’s privacy and sensitive data,
what risks OMB should be aware of, and what resources, frameworks, or tools should be used in
the process.

In this response we focus on two main ideas. First, when thinking about the risks as-
sociated with using CAI—and particularly the use of CAI within an “AI-enabled”
world—it is important to think about PII in broader terms than currently assumed.
Simplistic models of PII (e.g., categorizing characteristics as “identifying” versus “non-identifying”)
are incompatible with current scientific understanding of data privacy [1–3]. Using these out-dated
models puts data subjects represented in CAI at risk. Second, there are technical and proce-
dural paradigms for risk mitigation that governments can use in order to minimize the
risks of using CAI. These include existing practices that should be considered a baseline require-
ment (including access control and re-evaluation of risks due to new threats) and more advanced
privacy enhancing technologies, such as differential privacy and secure multiparty computation.

We structure our response thematically around these ideas, and identify how these ideas address
the questions enumerated in the RFI.
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1.1 About the authors.

We are a multi-institution group of academic researchers who specialize in cybersecurity and pri-
vacy enhancing systems. Our expertise spans designing privacy enhancing technologies, systems,
and workflows [4–21], deploying privacy enhancing systems [22,23], identifying vulnerabilities in de-
ployed systems [24,25], and analyzing the human and social factors associated with privacy enhanc-
ing technologies [26–32]. Our group has deep expertise with differential privacy in particular, a for-
mal privacy notion that has been receiving significant attention from governments [23,26–28,33–35].
We have previously responded to other governmental requests for information, focusing on the
promise and applicability of privacy enhancing technologies [36–38], described policy challenges of
modernizing privacy protections [39, 40], written policy guidance on the use of privacy enhancing
technologies [41], and trained policymakers in responsible computing [42,43].

Given our qualifications, we focus this response specifically on technical aspects of the listed
questions. We emphasize that the choice to focus on technical aspects is not because we believe
these are the only important considerations around government use of CAI. Rather, we consider
protections (both technical and procedural) that can minimize the risks associated with using CAI
after the choice to purchase CAI has already been made. However, there are numerous legal and
ethical factors that must be considered within the choice to purchase and use CAI; we leave these
for other experts with relevant expertise. Importantly the technical and procedural protections
that we discuss below should not be understood as sufficiently addressing these legal and ethical
factors alone. There may be times in which there are legal or ethical barriers to using CAI that
no amount of technical protection can overcome. Thus, an interdisciplinary approach integrating
diverse areas of expertise is required.

2 Rethinking “PII” (Q1 and Q4)

OMB Circular A-130 [44] defines PII as “information that can be used to distinguish or trace an
individual’s identity, either alone or when combined with other information that is linked or linkable
to a specific individual.” In practice, however, the focus is often placed narrowly on direct identifiers
like SSNs (which uniquely identify individuals) and “quasi-identifiers” like zip codes and birth dates
(which aid identification by significantly narrowing down the possible individuals) [45,46]. Contrary
to the assertion that “[other attributes] usually would not provide for direct or indirect identification
of an individual. . . ” [47], this limited focus significantly understates the identification risk posed
by a dataset.

All attributes should be treated as quasi-identifying. Recent attacks show that seemingly in-
nocuous information can facilitate re-identification of individuals:

– A landmark 2008 study published in the IEEE Symposium on Security and Privacy [3] showed
that an attacker could re-identify individuals in a dataset containing “anonymous” movie
ratings of 500,000 Netflix subscribers. Although the dataset contained no PII (as typically
understood and, e.g., enshrined in HIPPA’s safe harbor rules), attackers were still able to learn
individuals’ political affiliations and other personal characteristics using only approximate
knowledge of when they watched a handful of movies. This attack leveraged publicly-available
movie ratings from IMDb.com, and succeeded even though some of the attacker’s information
was incorrect.

– Even data handled by de-identification experts in accordance with strict privacy regulations
still contains identifying information. A study published in USENIX Security Symposium in
2022 showed that an attacker could re-identify individuals in EdX data published by MIT
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and Harvard using information available publicly on Linkedin, despite the data being “de-
identified” by statistical experts in compliance with FERPA [48].

As demonstrated by both of the real-world attacks, the risk of re-identification can increase
significantly with access to even small amounts of outside information. Additionally, very high
dimensional data generally poses a higher re-identification risk, as individuals are more unique as
more information about them is captured. This is especially concerning when multiple datasets
are processed through the same system—a standard practice in AI model training. For example,
an AI model might be trained with multiple, high dimensional datasets with the goal of predicting
features of individuals. Whenever an algorithm or a data scientist has access to both these datasets,
there is an increased risk of linkage. Beyond even the risk of linkage between datasets, the opacity
of modern AI models renders rigorous auditing for such linkages infeasible.

2.1 What does this mean for CAI? (Q1a)

The previous discussion on PII and the potential to re-identify individuals from seemingly innocuous
data has important implications for the government’s use of CAI. In particular, agencies must
incorporate these insights to move beyond the binary classification of CAI as being with or without
PII or quasi-identifiers, and must instead take a nuanced view of the privacy risks from using
CAI. We again recommend treating all attributes of CAI as quasi-identifying in risk assessment
procedures.

As illustrated in both the Netflix dataset and EdX dataset examples above, allegedly de-
identified datasets can be combined with other data sources to reveal identities or protected in-
formation about the individuals represented in the dataset. The use of CAI in combination with
other data sources—as is likely to occur when training an AI model—carries the risk of combining
multiple sources to data to inadvertently enable linkage attacks. Agencies should consider the full
spectrum of potential identification risks in advance of using CAI, especially when CAI will be
combined with other data sources.

Additionally, since CAI comes from external organizations, the federal agencies using these
datasets may lack important visibility into the data collection process. This means that government
users of CAI may not be aware of other datasets—such as those publicly available, commercially
available, or even held by the CAI provider—that can be combined with the data to perform
linkage attacks. There may also be errors or missing values in the data, or incorrect documentation
describing the dataset that cannot be verified by government users of CAI. As illustrated with the
Netflix dataset, these types of errors do not necessarily prevent re-identification attacks from being
successful, and may even be additional sources of information leakage. For example, if user IDs are
generated sequentially by birthdate instead of randomly, then an attacker could use this attribute
as a quasi-identifier that encodes partial information about birthdate. Finally, if individuals are
not aware of their data being repurposed for a secondary use as CAI, any data breaches or attacks
could seriously erode public trust, both in the federal government and in the seller supplying CAI.

3 Rethinking Data: Privacy Risks of AI (Q1 and Q9)

AI models are typically created using statistical and/or machine learning techniques. These models
are trained to perform tasks based on training datasets—collections of input-output data pairs,
which often contain data about individuals. At their core, AI models encode task performance
through weights: collections of numerical values describing patterns the model has “learned” from
its training dataset. In simpler models, like logistic regression, these weights can be interpreted
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as measures of each input feature’s importance to the output (i.e., prediction). However, for more
complex models, such as neural networks, there is no clear interpretation for these numerical values.

Largely speaking, the rise of powerful, modern machine learning techniques poses two privacy
risk for government use of CAI: (1) AI models can be effective tools in conducting the types of
linkage attack discussed in Section 2; and (2) when CAI is used to train AI models, information
about the individuals in the training set can be extracted. Given that we have already discussed
these attacks above, we focus on (2) below.

Disclosure via training AI on CAI. Although AI models store information in a format drasti-
cally different from their training data (which may include records, text, or images), research over
the past decade has definitively shown that model weights encode detailed information about the
training data itself at a granular level. In other words, they do not just represent abstract rules on
how to perform the task at hand. This phenomenon, known as memorization [49], presents signifi-
cant concerns, as information about individuals in the training data can be disclosed inadvertently.
More troubling still, in some cases, malicious actors can extract training data points directly from
model weights (i.e., weights access), or even through normal model usage by analyzing outputs for
given inputs (i.e., query access).

This threat very clearly translates to Large Language Models (LLMs) like GPT, Llama, and
Claude, which have all been shown to be vulnerable to the same type of data extraction. These
models have been documented to reproduce text verbatim from their training data, including
PII (as normatively understood) [50, 51], during normal operation. Similarly, researchers have
demonstrated methods to extract training images from computer vision models [52, 53], including
sensitive data such as biometric photos and other PII [54].

A related privacy threat, known as membership inference [55], enables determining whether
specific data points were used in a model’s training dataset. This capability poses serious privacy
risks, particularly when dataset membership could reveal sensitive information (e.g., being part of a
dataset of HIV-positive individuals). Researchers have also shown that such membership inference
attacks are possible both through direct access to model weights and through careful analysis of
model outputs [55, 56]. When working with CAI, this means that it may be possible to determine
if a particular individual’s data was included in a CAI dataset. There may be times in which
revealing this piece of information is problematic (e.g., if the dataset was restricted to individuals
who purchased particular products or had a particular medical condition). Even if it were possible
for malicious actors to buy this information by purchasing the CAI dataset on their own, extracting
this information from a deployed model can significantly lower the bar for access.

This body of evidence suggests that AI models should be categorized, to a certain extent,
as “data” rather than treated as a distinct category of data-processed products, despite their
different format. Consequently, any reduced privacy or security standards for AI models compared
to “regular” data—including for complex models such as LLMs and when PII is included in the
training data—should face rigorous evaluation and require thorough justification.

4 Recommendations

We have described above how OMB must rethink their definition of privacy risks of using CAI,
and how AI exacerbates these privacy risks in several ways. To address and mitigate these risks,
we recommend (1) more robust governance mechanisms and (2) the use of technical tools such as
privacy-enhancing technologies (PETs).
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4.1 Governance Mechanisms

Access control (Q2). The first step toward mitigating the risks associated with collecting and
using data about individuals—and CAI in particular as discussed in Section 2.1—is access control.
Access control is a data management practice which can be thought of as a data minimization
practice: only the individuals who need to use the data to complete a specific task should have the
technical means to access it. This fundamental cybersecurity practice is widespread throughout
industry, often taking the form of role-based access control, where access to data and computational
resources is restricted to individuals within the organizations who play a particular role (data
scientist, database engineer, etc.). Employing access control mitigates two types of concrete risks:

1. Data exfiltration during a limited breach: A common way for an organization’s infrastructure
to be breached is through compromised credentials. For example, an adversary could learn an
employee’s authentication credentials (e.g., learning the employee’s password through phish-
ing attacks), gaining access to the employee’s accounts. Access control mechanisms can limit
the impacts of such a breach, as the set of parties who have access in the first place is min-
imized. Thus, the compromised credentials may be insufficient to access critical systems or
sensitive datasets.

2. Unintentional misuse of data: Limiting access to datasets means that employees must ask
for permission before using a dataset. This practice prevents well-meaning employees from
inadvertently using a dataset in ways that violate institutional policy, violate data-use agree-
ments, or are otherwise inappropriate. Importantly, this type of misuse may be completely
innocent. For example, an employee may simply want to be more effective in completing their
task by using additional data and is not aware of (or fails to consider) the reasons that such
a use-case is not be allowed.

3. Scope creep: Minimizing access also minimizes the risk that datasets are reused beyond the
purpose for which they were initially procured. For example, a dataset might have been
purchased in order to inform a resource allocation process within an agency. If that data is
later used to inform individuals’ access to benefits (based on information that the government
would not have had without access to the CAI), there is a significant change in the way the
data is being used. The former operates on population-level aggregates, whereas the latter
might “punish” individuals because their data happened to be included in the CAI—and
someone who is “similar” to them might not be punished in this way. Thus, risks of unfair
treatment resulting from these two use-cases are meaningfully different, and repurposing a
dataset in this way may lead to significant backlash from the public.

Preventing each of these risks is important, but the second and third risks are especially impor-
tant when considering government use of CAI. Data exfiltration as part of a data breach may open
the agency up to liability issues. For example, the company from which the dataset was purchased
may require that the data is not made public. A malicious actor gaining access to the data may
constitute a violation of the agreement between the government and the company, resulting in
legal and reputational repercussions. That said, the CAI was available to malicious actors before a
potential breach, albeit for a price. On the other hand, government misuse of datasets and scope
creep can put the government in a morally compromised position that should be avoided where
possible.

New risk evaluations for new contexts (Q9 and Q10) Agencies should evaluate CAI anew
each time it is proposed for use in a new context and purpose. As mentioned above, access control
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is an important partial solution, but it is not sufficient. This is because privacy harms of using
CAI can occur even via actions taken by parties who have been given legitimate access to the
data. Thus, it is important for agencies to re-evaluate the risks of using a dataset containing CAI
every time its context of use evolves — whether that means it is proposed for a different use case,
deployed over a long time horizon, has been linked with other datasets, has been shown to have
negative impacts on individuals, and so on.

Reasoning about privacy risks, compliance with ethical standards, and trust boundaries cannot
be a “one and done” event, but rather must be a continual process of evaluating and responding
to new information and use-cases. Given the ways in which the impacts of PII and AI on privacy
are contextual [57], it is not feasible to understand the risks of data in a vacuum. Risk evaluations
should be grounded in use cases, and each new use case should trigger a fresh evaluation of the risks
of employing CAI within that data and decision pipeline. Otherwise, scope creep and repurposing
of the data for new use cases undermine the trustworthiness of government use of CAI.

4.2 Transparency (Q7a)

We strongly recommend creating public inventories describing CAI datasets an organization is
holding for multiple reasons. At heart, making these lists public facilitate increased trust with the
public and provide an opportunity for members of the public to provide meaningful and timely
feedback to government flagging improper use of CAI datasets. When more people and organiza-
tions have an opportunity to provide comment and feedback on the use of CAI, there is a better
chance that problems will be identified. Below are some concrete reasons:

– Risks are cumulative: As discussed in Section 2, the risks of using data increases as the amount
of data—and the dimensionality of that data—increases. Specifically, even if datasets have
no direct PII, large amounts of indirect PII can be just as problematic. Critically, this risk
is not just about a single dataset, but rather about the contents of all the datasets held and
used by an organization. Specifically, it might be that the risk of holding and using dataset
A and dataset B are minimal on their own, but making use of both A and B together poses
significant risks. Creating lists of all the datasets that are in use, thus, is strictly necessary
when it comes to evaluating risk. This is true both if these lists are made public and when
they are just internal to an agency.

– What variables are in use: It is well understood that not all types of data carry the same
privacy risks—both from a normative and a legal perspective. Thus, if the government wants
the public to feel trust in a particular government use of CAI, it is important to know what
types of CAI (and the variables contained therein) are being used. For example, citizens may
feel very differently about a government algorithm that determines loan eligibility if it was
trained using card purchase history vs. internet browsing history. Given that these feelings
may be hard to predict or may change over time, the government should be committed to
continually giving the public access to this information.

– Minimize costs: On a more basic level, governments should be responsible for minimizing the
costs associated with providing services. Maintaining lists of CAI datasets helps support this
goal is two ways: (1) government agencies can re-use previously purchased datasets to accom-
plish multiple task, and having a list of the datasets currently in use provides a convenient
way to support this re-use—although care is required when managing this re-use to prevent
scope creep, as discussed in Section 4.1 above; (2) there may be many different CAI datasets
that can support the same analyses and (roughly) the same the same level of effectiveness.
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Providing government watchdogs with visibility into the government’s purchase history can
help reduce the risk of wasteful spending. As with (1), there are caveats: minimizing costs
at the expense of data quality can lead to worse outcomes, undermining the motivation for
purchasing the CAI in the first place.

– Identifying use of incorrect or low-quality datasets: Datasets often contain incorrect informa-
tion, sometimes in systematic ways. If and when CAI datasets are identified as containing
incorrect information, it is important that governments modify systems in response. Making
a public list of the CAI datasets used by agencies means that members of the public or civil
society can ensure that the government updates these systems in a timely fashion.

– Identifying use of non-ethical/illegal datasets: Datasets can be sourced in unethical ways
or contain illegal information. For example, datasets can be determined to be the result of
data-breaches or be collected using deceptive practices. Alternatively, some datasets contain
information that is outright illegal (e.g., the existence of child sexual abuse imagery (CSAM)
in the widely used LION dataset [58]). When CAI datasets fall into these categories, it is
even more important that there are avenues by which the public and civil society can ensure
that government use of these CAI datasets stops.

– Identifying potential harm: In the case that a consumer of government systems believes they
have experienced some harm or discrimination based on the use of CAI, it is important that
they know which datasets are in use. Specifically, if they know that their information is
contained in a particular CAI dataset, knowing that specific CAI was in use can support
them as they seek to rectify the harm or seek recourse. On the other hand, if they are able to
determine that none of the CAI datasets contain information about them, they may be able
to conclude that any harm they have experienced was not a result of CAI use.

Taken collectively, these concerns are a clear argument that agencies should maintain public
lists of the CAI datasets they use.

4.3 Privacy Enhancing Technologies (Q2)

So far, we have explored processes that are critical in mitigating the risks associated with using
CAI within the government. These are management rules and social guidelines that provide struc-
ture necessary for supporting responsible decision making. Process, however, is rarely enough, as
guidance can be ignored, individuals can fail to follow procedure, or institutional priorities can shift
in a way that supersedes prior consensus. Procedural requirements paired together with technical
mechanisms designed to mitigate risk will result in more robust risk mitigation than using either
approach alone.1

The authors of this response are technologists, first and foremost. As such, we feel that it is
important to highlight the existing and emerging technologies that promise to further mitigate risk.
These largely fit under the umbrella of privacy enhancing technologies (PETs). PETs are a set of
techniques deriving from computer science and statistics that attempt to carefully control the ways
in which data processing systems leak information. For example, secure multiparty computation

1For example, the effectiveness of security protocols can be further enhanced by procedural requirements of
transparency. According to Kerckhoff’s principle [59], the security of a protocol should not depend on the secrecy of
its algorithm or mechanism. Sharing information about the technical security protocols that are used achieves two
things—(1) any potential security bugs can be identified by experts who can publicly access this information, and
(2) information sharing reduces the risk of privacy theater (i.e., the appearance of privacy protection without actual
protection) [60].
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(MPC) facilitates different organizations to jointly compute functions of the data held by each
organization without needing to actually share their data with one another; there have been several
successful feasibility tests of using MPC within government [61, 62]. Another emerging PET is
differential privacy, which carefully controls the risk incurred by data subjects when aggregate
statistics are published or machine learning models are created using their data; differential privacy
was recently used by the US Census Bureau within the 2020 decennial census data products in order
to fulfill the Census’s confidentiality requirements [63].

PETs are best understood as (technical) mechanisms for enforcing purpose limitation on data—
that is, a way to render the social guidance on how data should be used into automatically enforced
barriers. The most popular method of purpose limitation is access control, which offers a binary
(technical) notion of limitation—individuals with access to a dataset are technically able to per-
form arbitrary computation over that data (although there may be rules or regulations that this
individual is expected to follow with respect to this data, there is no technical enforcement of these
limitations once access is granted), and those without access are unable to do so. PETs extend
the ability to purpose limit data to non-binary notions. For example, using MPC can facilitate
the computation of certain types of computational tasks without risking that other types of com-
putation are conducted later. Similarly, differential privacy enforces that data releases or models
only leak a limited amount of information about individuals represented in the data. By enforcing
purpose limitation at a technical level—in addition to a procedural level—we are able to minimize
the risk of the data being misused, both accidental misuse and intentional misuse by malicious
actors. Moreover, purpose limitation provides longitudinal risk mitigation. That is, PETs can help
prevent against the following types of social or institutional risks:

1. Improperly delegating trust : While the data scientists themselves might be trustworthy enough
to have complete access to the data, giving them unlimited access to the data means that
they can independently further delegate that trust. For example, they might be approached
by other data scientists within that organization who want access to the same data set.
The initial data scientist may not be trained or equipped to fully verify the intentions of
the second data scientist, and therefore might think that this further delegation of trust is
harmless. Then, the second data scientist may make use of the data in a way that is harmful.
Moreover, the burden of vetting this delegation is placed on the data scientist—or at least
the burden of redirecting the request back to the initial holders of the data.

2. Trustworthiness can change over time: Once unlimited access to the dataset is given to a data
scientist, it cannot be revoked (from a technical perspective); after all, the data scientist may
have already seen the full dataset or even made a copy of it for convenience. Later, that same
data scientist may find themselves in a situation where that trust is no longer warranted. For
example, consider a scenario in which the data scientist is in a financial situation in which
they are tempted to sell access to that data or they lose their job and want to share access to
the dataset as an act of retribution. Significantly, this risk can also happen at the structural
level (in addition to the individual level). For example, if access to data is given to an external
organization (e.g., a contractor), the priorities of that organization might change over time.

3. Restructuring or turnover during project lifespan: Sometimes projects may be sufficiently
complex that they take a long time to complete. During this window of time, the organization
initially granted access may experience turnover, which would change the specific people who
have access to the data (even if the organization itself stays the same). This change poses a
risk, as the new people (both at the data scientist level and management level) may not be as
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trustworthy as the individuals initially granted access. This could lead to uses of data that
violate the initial parameters of the data use agreement.

In technical parlance, these are all examples of the entity with access to the data becoming
adversarial (or being corrupted) after access to the data is granted. PETs prevent or limit these
types of misuse by limiting the type of access data scientists are given to datasets.

4.4 Examples of Privacy Enhancing Technologies (Q2)

We briefly summarize some types of PETs that are currently being used (sometimes experimentally)
within government, industry, and academia. We suggest that interested readers look to several
existing PETs summaries that have been written recently with a public policy audience in mind,
including the United Nations PET Guide [64] and guides specifically geared around the use of
specific PETs like differential privacy [41,65].

– Differential Privacy [66]: Differential privacy is a property that can be enforced in data
processing pipelines that limits the amount of information about individuals contained in the
output of the pipeline. Some examples of differential privacy use cases might include: (1) a de-
identification process for inter-agency data sharing; (2) an aggregation process that releases
tabular summaries of collected data, similar to the way that the US Census Bureau processed
data for the 2020 decennial census [63]; (3) training a machine learning model with the data;
and (4) producing synthetic data with provable privacy guarantees (e.g., [23]). Differential
privacy is generally achieved by adding randomized statistical noise to computations in the
data processing algorithm, which comes with an impact on accuracy of estimates. With
respect to CAI datasets, applying differential privacy ensures that downstream users of the
dataset (e.g., users of trained models or micro-data products) are limited in their ability to
extract information about particular data subjects within the dataset.

– Secure Multiparty Computation: Secure multiparty computation (MPC) is a set of tech-
niques that provides input privacy while facilitating computation. Namely, MPC logically
allows joining multiple datasets (possibly held by different organizations or agencies) and
computing over the joined datasets without actually requiring the data to leave its owner’s
control. All the parties can then get the results of this particular computation, but no other
computations are possible to compute on the joined data after the fact (unless the data owners
choose to later engage in a further MPC interaction). For example, the Department of Edu-
cation ran a pilot study using MPC to combine two data sources (the National Postsecondary
Student Aid Study group at the National Center for Education Statistics and the National
Student Loan Data System) in order to produce government reports without requiring intra-
departmental data sharing [61]. With respect to CAI, MPC can facilitate computation on
CAI datasets, in conjunction with in-house datasets, without requiring sharing of data across
agency boundaries.

– Private set intersection/Privacy Preserving Record Linkage: Private set intersection, often
called privacy preserving record linkage within government, enables two (or more) organi-
zations to identify individuals present in multiple datasets, without needing to reveal the
datasets to one another. For example, the National Secure Data Service is piloting a study
in which they use private set intersection to link health survey data to records of receiving
graduate degrees in order to study the mental health of PhD holders [62]. With respect to
CAI, private set intersection can help identify the subset of CAI datasets which can help
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agencies reach important conclusions without requiring sharing the entire dataset. We note
that in Section 2 we discussed linkage itself as a privacy risk and here we are discussing a
privacy-preserving method for accomplishing that same goal; this reveal the ways in which
system designers must be clear about they ways in which a CAI dataset is intended to be
used before conducting system design.

5 Conclusions

We conclude by re-emphasizing the main points that we hope readers will take away from our
response:

– When considering the impact of PII within any dataset—and for CAI datasets in particular—
we need to go beyond traditionally recognized “direct identifiers” like name, age, birth date,
etc. Rather, all attributes should be considered PII, especially with high dimensional data
coming from many data sources. This reframing challenges some premises implicitly embed-
ded into the Request for Information’s questions.

– The need to consider all attributes as PII is especially acute with the rise of modern machine
learning techniques. This is because many modern machine learning training processes and
their resulting models are highly opaque, and may be inadvertently taking advantage of the
indirect PII contained within training datasets. This can lead to individuals who happen to
have their data included in CAI datasets being treated significantly differently than other
members of the public.

– Careful approaches to access control and continual risk evaluation are strictly necessary when
dealing with CAI, both to reduce agency liability and minimize the risk of misuse of CAI
datasets within government.

– Creating public lists describing the CAI datasets that organizations are using is an important
step to establishing trust. This is because risk should be evaluated cumulatively over all the
datasets that are being used and in order to allow the public to quickly identify problematic
datasets in use by the government.

– Privacy enhancing technologies, including differential privacy, secure multiparty computation,
and private set intersection, offer technical mechanisms to enforce non-binary notions of
purpose limitation on CAI datasets. This can limit downstream misuse of CAI datasets, and
thereby reduce privacy risks to individuals.
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